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ABSTRACT As information technology rapidly advances, servers, mobile, and desktop applications are easily
attacked due to their high value. Therefore, cyber attacks have raised great concerns in many areas. Anomaly
detection plays a significant role in the field of cyber attacks, and log records, which record detailed system
runtime information, have consequently become an important data analysis object. Traditional log anomaly
detection relies on programmers manually inspecting logs through keyword searches and regular expression
matching. While programmers can use intrusion detection systems to reduce their workload, log data is
massive, attack types are diverse, and the advancement of hacking skills makes traditional detection inefficient.
To improve traditional detection technology, many anomaly detection mechanisms, especially machine learning
methods, have been proposed in recent years. In this study, an anomaly detection system using two different
machine learning algorithms is proposed for large log data. Using Support Vector Machines (SVM) and
K-Nearest Neighbors (KNN) algorithms, experiments were conducted with the Hadoop Distributed File System
(HDFS) log dataset, and experimental results show that this system provides higher detection accuracy and
can detect unknown anomaly data.
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INTRODUCTION

In information technology infrastructures, many components and
assets are interconnected and continuously interacting. Therefore,
determining the cause of cyber attacks is challenging (A. Oliner
and Xu 2012). Log records are considered a primary data source
because they capture the runtime information of software (Sillito
and Kutomi 2020). Detecting anomalies in log records is difficult
due to several factors. The primary reasons include the rapidly
increasing volume of logs (H. Mi and Cai 2013), the simultaneous
generation of diverse log records (W. Xu and Jordan 2009), and
changes in the nature of log recording due to software updates
(Elbasani and Kim 2021).

In the existing literature, anomaly detection has been performed
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on various types of log records, including failure prediction and
management (Tan and Gu 2010), RAS logs (Z. Zheng and Beckman
2010), health logs (Elbasani and Kim 2021), event logs (T. Pitakrat
and Hoorn 2014), activity logs (H. Saadatfar and Deldari 2012),
transactional and operational log records (T. Jia and Xu 2017), and
more. Additionally, parsing log records has been achieved using
frequency pattern mining (Vaarandi 2003), clustering (H. Hamooni
and Mueen 2016), and natural language processing (NLP) tech-
niques (X. Duan and Yin 2021).

In this study, the machine learning algorithms K-Nearest Neigh-
bors (KNN) and Support Vector Machines (SVM) are used for fast
and effective anomaly detection. Analyses were conducted using
the Hadoop Distributed File System (HDFS) dataset, which has
been employed in numerous studies (M. Du and Srikumar 2017),
achieving high success rates.
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DATASET DESCRIPTION AND PREPARATION

In this study, experiments were conducted using the HDFS dataset.
This dataset has been labeled as normal and abnormal by Hadoop
experts. Table 1 shows the time span, number of log lines, and
the amount of labeled abnormal data in this dataset. The HDFS
log dataset was collected from over 200 heterogeneous sources of
Amazon and consists of 11,175,629 lines of log data. The HDFS log
data records operations such as partitioning, replicating, and delet-
ing within a specific block using block_id. This dataset comprises
575,061 log blocks with 16,838 labeled as abnormal by Hadoop
experts (M. Du and Srikumar 2017).

The analysis of log data involves using numerical and categor-
ical data as input, which requires the raw log data to be cleaned,
sorted, and normalized. Figure 1 shows the log parsing steps. Each
raw log entry consists of two parts: a timestamp and a complemen-
tary log part. The timestamp records the time of each log entry.
Since timestamps in different formats are regular expressions, they
can be easily extracted from raw log data during the log parsing
stage. The log identifier is a token that identifies multiple processes
or message exchanges within the system.

Figure 1 Steps of Log Parsing

After the log parsing steps, the data needs to be digitized. The
word2vec (Church 2017) algorithm has been used to convert the tex-
tual parts of the log data into numerical values. The Mean/Mode
method commonly used in the literature has been employed to
address missing data, and to mitigate the impact of missing data,
all missing values have been replaced with zero (Lin and Tsai 2020).
Following digitization, anomaly labels generated by Hadoop ex-
perts have been appended to the end of the dataset. In the label
column, 0 is used for normal data and 1 for abnormal data.

PROPOSED METHOD

Detecting anomalies in log analysis is quite challenging because log
data consists of both numerical and categorical data. To enable the
analysis of this data, it first undergoes preprocessing. Through log
parsing, features are extracted from the dataset and transformed
into a vectorized form. Subsequently, this vectorized dataset is
analyzed using machine learning algorithms to detect anomalies.

Figure 2 illustrates the architecture of the proposed method. Par-
ticularly, the utilization of the word2vec algorithm for digitization
during log parsing has had a significant impact on the high perfor-
mance of experimental results. By employing this method, multi-
ple machine learning algorithms have been utilized for anomaly
detection from log records, resulting in high success rates. The

Figure 2 Architecture of the Proposed Anomaly Detection
Method

log parsing process is crucial for using data in machine learning
algorithms.

SUPPORT VECTOR MACHINES

Support Vector Machines (SVMs) are used for classification prob-
lems using supervised learning. Typically, they classify by drawing
a line on a plane to maximize the distance between points of two
classes (M. A. Hearst and Scholkopf 1998). The main objective of
classification is to determine which class future data belongs to. In
Figure 3, the data is divided into two classes, black and white. A
line is drawn to separate these two classes, and the area between
them is called the margin. The larger the margin, the better the
two classes are separated. W denotes the weight vector, x denotes
the input vector, and b denotes the bias. Using these values, the
margin region remains between ±1.

Figure 3 Working principle of Support Vector Machines

To classify low-dimensional data more efficiently, the kernel
method is employed. This method expands the available data
by multiplying it with kernel functions without increasing the
dimensionality of the data, making it more meaningful (Steinwart
and Christmann 2008). Two of the kernels used are the Polynomial
and the Gaussian RBF cubic kernel. The Polynomial kernel enables
processing of data from 2 dimensions to 3 or more dimensions
(Moghaddam and Hamidzadeh 2016). It classifies by calculating
the similarity of each point to a specific point using a normal
distribution. The spread of the distribution is controlled by the
gamma hyperparameter. A smaller gamma parameter leads to a
wider distribution. To avoid overfitting, the gamma value should
be reduced while for underfitting, it should be increased. In this
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■ Table 1 Characteristics of the HDFS Log Dataset

Dataset Duration Number of Log Lines Number of Anomalies (Blocks)

HDFS 38.7 hours 11,175,629 16,838

■ Table 2 Data with Missing Values Completed by Digitizing Using Word2Vec

Column 1 Column 2 Column 3 ... Column 23 Column 24 Labels

5 5 5 ... 0 0 0

5 22 9 ... 23 21 0

22 5 5 ... 0 0 1

22 26 26 ... 4 21 0

5 9 11 ... 23 21 1

5 26 3 ... 21 0 1

study, classification methods using normal distribution along with
polynomial and cubic kernels were employed, resulting in a high
success rate.

K NEAREST NEIGHBORS ALGORITHM

kNN is a supervised learning algorithm used for both classification
and regression problems. It finds the k nearest neighbors to a new
point and makes predictions based on those neighbors (G. Guo
and Greer 2003; Ö. Tonkal and Kocaoğlu 2021). Three different
distance calculation methods have been used in this study. The
Euclidean distance is used to measure proximity in the kNN algo-
rithm. Euclidean distance linearly measures the distance between
two points. The calculation of Euclidean distance between points
P=(x1, x2, ..., xn) and Q=(y1, y2, ..., yn) is given in Equation 1.

DPQ =

√
n

∑
i=1

(xi − yi)2 (1)

The Minkowski distance is expressed with a general formula
and is used to define various distance metrics for different values
of p. It is a generalization of distance metrics such as the Euclidean
distance commonly used in machine learning, clustering, and data
mining applications. The Minkowski distance between any two
points P and Q, where P=(x1, x2, ..., xn) and Q=(y1, y2, ..., yn), is
calculated according to Equation 2.

DPQ =

(
n

∑
i=1

|xi − yi|p
)1/p

(2)

The Mahalanobis Distance is a distance measurement system
used in computer science and many other fields. Its main differ-
ence from other measurement systems is that it performs distance
separation on an elliptical plane. The Mahalanobis distance is cal-
culated as the square root of the product of the difference between
the value vector and the mean, the inverse of the covariance matrix,
and the transpose of the difference between the value vector and
the mean. Equation 3 illustrates the calculation of the Mahalanobis
distance.

DM(x) =
√
(x − µ)TS−1(x − µ) (3)

PERFORMANCE METRICS FOR EVALUATING THE PRO-
POSED METHOD

In this study, the success of the proposed method was assessed
using the following criteria sequentially. Accuracy and Precision
measurements were conducted according to Equations 4 and 7,
respectively. These equations utilize parameters such as TN (true
negatives), TP (true positives), FN (false negatives), and FP (false
positives). The F-Score derived from the cumulative sum of Ac-
curacy and Precision was calculated in Equation 8. Additionally,
Precision was computed in Equation 7, and Specificity was deter-
mined in Equation 6.

Accuracy =
TP + TN

TP + TN + FP + FN
(4)

Sensitivity =
TP

TP + FN
(5)

Specificity =
TN

TN + FP
(6)

Precision =
TP

TP + FP
(7)

F-Score =
2 · TP

2 · TP + FP + FN
(8)
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■ Table 3 Classification Test Results

Classification Method Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F-Score (%)

SVM

Linear 0.9794 0.9944 0.9644 0.9655 0.9797

Polynomial 0.9958 0.9978 0.9939 0.9939 0.9958

Cubic 0.9978 1 0.9956 0.9956 0.9978

kNN

Euclidean 0.9694 0.9806 0.9583 0.9592 0.9698

Minkowski 0.9725 0.9856 0.9594 0.9605 0.9729

Mahalanobis 0.9761 0.9950 0.9572 0.9588 0.9766

CONCLUSION

Detecting anomalies from large log data is quite challenging. In
this study, log parsing was conducted using word2vec on datasets
containing both numerical and categorical data such as the HDFS
dataset. Experimental test results have demonstrated high success
using machine learning algorithms such as SVM and kNN. In
the future, testing success results with different machine learning
algorithms is planned.
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